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1 Abstract

This paper presents our submission to the cover
song identification task for the 2025 edition of the
Music Information Retrieval Evaluation eXchange
(MIREX). This approach aims to effectively identify
songs in cover scenarios. In our system, we introduce
the Transformer network|[1] to better capture the con-
textual relationship between melodies. MeanWhile,
we design the model trained with multi-losses includ-
ing metric learning and classification loss functions to
achieve high metrics. Combining with multi-modal
information, we get the submission edition which is
called MuCrossCover.

2 Introduction

Cover song identification(CSI) is a crucial task in the
field of Music Information Retrieval (MIR), aiming at
finding the music version given a music track. Tra-
ditional audio fingerprinting algorithms can typically
only identify completely identical audio versions, but
perform inadequately when handling scenarios with
significant variations such as live performances or
adaptations. In contrast, the cover song identifica-
tion task aims to learn robust feature representations
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that capture the essence of a song across different ver-
sions, enabling effective retrieval of cover songs that
exhibit variations in tonality, tempo, structure, in-
strumentation, or music genre.

Currently, cover song recognition is mainly based
on deep learning methods, which focus on CNN archi-
tecture, such as TPPnet[1], Bytecover2[2], WideRes-
net[3]. However, to solve the relationship of long se-
quences, CoverHunter[5] uses a conformer network to
better capture local and global characteristics. Re-
cently, some works focus on multi-modal information
to promote the model performance, Such as Lyrics|6].
Based on the above ideas, we trained and obtained
the final submitted system.

During the training process, we incorporated mul-
tiple loss functions for optimization, including Triplet
Loss for feature distance measurement and Cross-
Entropy Loss for classification. Simultaneously, we
performed data augmentation on the training data,
applying techniques such as Spectral Augmentation,
Tempo Change, and Pitch Shift to enhance the
model’s generalization capability against variations.

3 Proposed Model

3.1 Model

In this system, we use Second Hand Song dataset
to train our model. For feature extraction, the
Constant-Q Transform (CQT) is employed with a
sampling rate of 22050 Hz and a hop size of 512.



In training stage, the CQT features are cropped with
variant lengths T to enhance the robust of the model.
The output dimension of the model is fixed at 512.
During training, the learning rate is dynamically ad-
justed using a cosine annealing scheduler. In the
metric learning phase, each training batch consists
of multi cover groups, with each group encompassing
4 different versions. The Adam optimizer is utilized
with an initial learning rate set to 0.001.

3.2 Retrieval

Our retrieval system utilizes Maximum Inner Prod-
uct Search (MIPS). Given that our model produces
L2-normalized embeddings, this MIPS operation is
mathematically equivalent to performing a maximum
cosine similarity search.

3.3 System Implementation

Our implementation is based on PyTorch, and simpli-
fies deployment through unified export to the ONNX
format. By leveraging optimized ONNX runtime li-
braries natively supported by target platforms, it
eliminates the cumbersome work of separately adapt-
ing PyTorch models for each specific environment.
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