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This document describes a system designed to effectively detect deepfake-generated
utterances of singing voices in real-world scenarios. The paper is organized as follows:
Section 1 details the data pre-processing steps. Section 2 outlines the employed method-
ology. Section 3 describes the training process and parameter choices. Finally, Section 4
presents the conclusions drawn from this work.

1 Data Preprocessing

The system begins with the segmented WildSVDD dataset, from which we process the
audio tracks to ensure all segments have a uniform length of 4 seconds. This involves
segmenting tracks into multiple parts, each of 4 seconds or less, and padding those segments
that are shorter than 4 seconds. It is noteworthy that no data augmentation techniques
were applied in this study.

2 Methodology

For our system, we utilize the log-spectrogram representation of audio tracks, which are
fed into the ResNet18 model [2], serving as the backbone of our architecture.

The log-spectrograms are computed from audio tracks sampled at 44.1 kHz using a
window length of 25 ms and a hop size of 10 ms, resulting in 1024 frequency bins. To
enhance performance, the log-spectrograms are normalized using the same parameters as
the ImageNet dataset.

These log-spectrograms are then input into the standard ResNet18 architecture, which
has been pretrained on ImageNet [1]. We modified the weights of the initial layer to
accommodate the input shape by averaging across the three color channels. Additionally,
we replaced the final fully connected layer of the pre-trained model to adapt it to our
binary classification task. The new head includes a dropout layer with a probability of 0.5
to mitigate overfitting, followed by a 256-unit linear layer with ReLLU activation to capture
task-specific features. A final single-output linear unit generates the predicted score for
binary classification.

During inference, to estimate the scores for each segment in the original dataset, we
averaged the predicted scores of all 4-second segments.

3 Training

We trained the model twice: first on mixed songs and then on separated vocals. The
model trained on mixed songs was used to predict results for the test dataset containing
mixed songs, while the model trained on separated vocals was used to predict results for
the test dataset containing separated vocals. We trained the models for 100 epochs with
a batch size of 64 samples.



To facilitate learning from difficult samples, we employed sigmoid focal loss with a
focusing parameter v = 2. The learning rate followed a cosine annealing schedule, starting
at 107* and decaying to 10~7 over the course of training.

Additionally, we applied a weight decay of 10~ for regularization, selecting the best-
performing model based on the lowest validation loss.

To address potential class imbalance in the training batches, we utilized random over-
sampling to ensure each batch contained an equal number of samples from both classes.

4 Conclusions

In conclusion, the proposed system demonstrates effective detection of deepfake singing
voices by leveraging a robust architecture and a carefully crafted training regimen. Future
work may involve exploring advanced augmentation techniques and the application of
more complex model architectures to further improve detection performance.
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