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Abstract

In SVDD challenge our team focused on CtrSVDD track task.
Our goal to build the most robust ensemble of different fake
singing detection systems by minimizing the EER on SVDD
dev set. This report describes the details of our challenge sub-
mission. In particular, we present the results of each individual
systems on SVDD dev set and a final fusion results on SVDD
dev and evaluation set. Our best fusion achieves 0.41% on
SVDD development set and 3.4% EER on SVDD evaluation
set.

Index Terms: singing deepfake detection

1. Introduction

Singing voice deepfake detection (SVDD) challenge aim is to
promote the development of robust fake singing detector. To
highlight the importance of improving the detection of fake
singing voices, Zang et al. [1] proposed the task of singing
voice deepfake (SingFake) detection. Singing voice deep-
fake detection presents unique challenges not found in speech
deepfake detection. Unlike speech, singing involves adher-
ence to melodies and rhythms that alter the pitch and duration
of phonemes. Given these distinct characteristics of singing
voices, the detection system designed for speech are not directly
well suited for detecting fake singing voices. How to design
a robust fake singing detection model tailored for the singing
voice domain is a emerging topic in research community.

2. System setup
2.1. Front-end features

The front-end features refers to the pre-processing part of the
network that converts raw audio samples into acoustic features,
which we used in backend classifier to make predictions.

LFCC Linear Frequency Cepstral Coefficients. LFCC features
extracted from 25ms frame-blocking with 10ms shift, a filter-
bank with 20 linearly-scaled filters and 20 static, delta and
double-delta features, thereby giving 60-dimensional feature
vectors.

LFB Linear filterbank features. LFBs are a direct compressed
version of the short-time Fourier transforms (STFT).We extract
40-dimensional linear filter bank (LFB) features extracted from
32 ms window length with a 8 ms shift and a 512-point FFT.

SSL. We used wav2vec2.0 self-supervised based front-end
features. We have explored the wav2vec 2.0 XLS-R(1B)
model [2]! in our submission. wav2vec 2.0 XLS-R is a large-

"https://github.com/facebookresearch/fairseq/

scale cross-lingually pre-trained model trained on extensive
speech datasets.

2.2. Architectures

We used three different architectures. Each described in the
following.

x-vector The x-vector [3] deep neural network uses a stack
of convolutional layers followed by a temporal pooling layer.
In our submission x-vector architecture adopted from speech-
brain recipe 2. A feature extraction layer is first used to decom-
pose raw waveform into LFCC representations as input to the x-
vector. We slightly modified the x-vector parameters rather than
using default parameters in Speechbrain. We slightly modified
a number of output time-delay neural network (tdnn) channels
to ([256, 256, 256, 256, 512]) and the number of neurons to 512
in the hidden layer. The final logits output by the network indi-
cates the likelihood that a given song audio is real (bona fide).

ResNetSE34 We used a ResNet34 model descibed in [4] with
squeeze-and-excitation (SE) blocks [5] (ResNetSE34). A fea-
ture extraction layer is first used to decompose raw waveform
into LFB representations. Four convolutional layers with SE
blocks are then used to extract compact, deep features. After
a flattening operation, attentive statistics pooling (ASP) layer
is used to aggregate temporal frames and to project the vari-
able length input to a fixed-length embedding vector. After the
ASP layer the channel-wise weighted standard deviation is cal-
culated and concatenated to the weighted mean to extract the
256-dimensional embeddings. Finally, a fully-connected linear
layer with two neurons is used to make predictions.

wav2vec2 We used SSL based front-end (wav2vec2.0 XLSR
1B) and simple backend comprises ASP layer and three fully-
connected linear layers followed by batch-normalization and
SeLU activation function.

3. Experimental setup
3.1. Datasets

CtrSVDD dataset has three independent subsets: train; devel-
opment; evaluation. Spoofed singing samples in each dataset is
generated using a set of different singing voice synthesis (SVS)
and singing voice conversion (SVC). Deepfake attacks in the
training and development set were created with a set of 8 differ-
ent generation methods (A01-A08), whereas those in the evalu-

tree/main/examples/wav2vec/xlsr

2https://github.com/speechbrain/speechbrain/
blob/develop/speechbrain/lobes/models/Xvector.
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ation set were created with a set of 6 deepfake generation meth-
ods (A09-A16). Additional datasets were also used for training
as allowed in challenge [6]. Additional singing datasets: Sound-
board 3, NUS-48E [7], OpenSinger [8], CSD [9], URSing *,
Acappella 3, FSD [10], Audioset (acapella Synthetic singing
categories) %, JukeBox [11], CN-Celeb 7, Artist20 . Further
pre-processing audio samples in described in following section.

3.2. Audio prepossessing

The audio was segmented into 4 second chunks. Audio chunks
with less than 2 seconds were filtered out and chunks between 2
to 4 seconds were padded by repeating the signal. A model
trained on Audioset > was used to generate a singing score for
each segment. A threshold, selected empirically, was used to
filter out segments that most likely do not contain any vocal
information.

3.3. Data-augmentation

We used RawBoost [12] Data-augmentaion tool 19 t0 add nui-
sance variability on-the-fly to the training data. RawBoost adds
variation in the form of: i) linear and non-linear convolutive
noise; ii) impulsive signal-dependent additive noise; iii) sta-
tionary signal-independent additive coloured noise. We exactly
used the same configuration and parameters reported in the orig-
inal work [12]. In our submission we used a combination of
linear and non-linear convolutive noise and impulsive signal-
dependent additive noise for ResNet34 and SSL based systems.
Additionally, we also added music noise to the training data.

3.4. Implementation details

All the described systems were trained using Pytorch frame-
work and Adam optimizer. A weighted sampler was used to
balance the classes and adjust the importance of certain datasets.
We have trained the x-vector model for 50 epoch with a batch
size of 64 and a cosine annealing learning rate ranging from Se-
5 to 1e-6. ResNetSE34 model was trained for 30 epochs with
learning rate of le-3 and, the last SSL-based model was trained
for 3 epochs with a batch-size of 20 and a lower learning rate
of 1e-6 to avoid model over-fitting. Since SSL pre-training is
performed with only real speech data (with no fake samples), as
we know singing deepfake detection performance is expected
to improve with fine tuning using in-domain real and deepfake
singing datasets. Hence, we performed SSL fine-tuning using
singing training datasets. Our hypothesis is that fine-tuning on
singing datasets will improve generalization. We used the Equal
Error Rate (EER) as our evaluation matric which is determined
by using a threshold on the produced scores where the false ac-
ceptance rates and the false rejection rates are equal.
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Table 1: Results are presented in terms of EER using SVDD
development and evaluation set.

system Dev EER (%) |Eval EER (%)
ResNetSE34 0.71 -
X-vector 5.62 -
SSL (wav2vec2 XLSR) 2.31 -
[Fusion (Random-forest) 0.41 [ 3.44 |

3.5. Fusion details

A score-level fusion was perform at segment-level. A 3-Fold
approach was used for hyperparameter tuning of a RandomFor-
est classifier with restricted estimators, maximum depth, and
minimum samples per leaf. The final file-level score was gen-
erated using the median of the fused segmental-scores.

4. Results

The testing results on SVDD dev and eval data are presented
in the Table 1. These results reflect the capability of our fake
singing detection systems used in fusion. From this Table 1 we
can see how our single systems also achieved the good perfor-
mance on SVDD development set and further improved by us-
ing a fusion of all three systems. Amongst all the single systems
our ResNet34 based system achieves the lowest overall EER on
development set.
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