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Chapter 1

Introduction

This document describes a approach to the MIREX 2024 Multi-Voice Tran-
scription Task, which involves converting piano recordings from audio to
MIDI. This method can accurately transcribes solo piano performances by
extracting detailed note information, including start time, end time, pitch,
and velocity, as well as sustain pedal events. To achieve this, we use two mod-
els: the Basic Pitch model for extracting note events and the High-Resolution
Piano Transcription and Pedal Regression model for predicting sustain pedal
events.

1.1 Submission Details

The system outputs notes with durations extended based on pedal use and
includes pedal events; therefore, no additional suffixes are necessary.

1.2 System Description

This transcription system combines two models:

1.2.1 Basic Pitch [1]

• A lightweight, instrument-agnostic model for multi-voice note tran-
scription and polyphonic pitch estimation.
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• Utilizes a Convolutional Neural Network (CNN) and Recurrent Neu-
ral Network (RNN) architecture to process spectral representations of
audio for predicting note events and pitch activations.

• Training data includes various public datasets such as MAESTRO,
Slakh, GuitarSet, Phenicx, iKala, and MedleyDB.

1.2.2 High-Resolution Piano Transcription and Pedal
Regression Model [4]

• Focuses on high-resolution piano transcription, including the transcrip-
tion of pedal events.

• Employs continuous regression methods to estimate precise note start
and end times, enhancing transcription accuracy.

• Trained using the MAESTRO v2.0.0 dataset.

Key Features

• Spectral Processing: Converts audio signals into spectrograms to
capture frequency and temporal information.

• CNN-RNN Architecture: CNN layers extract spatial features from
spectrograms, while RNN layers model temporal dependencies.

• Dual Output Heads: One head predicts note events (start, end,
pitch, velocity), and the other predicts sustain pedal activations.

• Data Augmentation: Techniques such as pitch shifting, time stretch-
ing, and adding background noise are applied to improve model gener-
alization.
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Chapter 2

Datasets

2.1 Evaluation Data

This system is evaluated on the following datasets:

1. MAESTRO v3.0.0 Test Set [3]: 177 audio files.

2. MAPS Dataset [2]: 60 audio files from the ENSTDkCl/MUS and
ENSTDkAm/MUS subsets.

3. SMD-Piano Dataset Version 2 [5]: 50 audio files.

2.2 Data Usage

• Evaluation Data: The evaluation datasets (MAESTRO test set, MAPS,
and SMD) are not used for model training or tuning.

• Validation Set: The MAESTRO validation set is used solely for
model development.
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