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ABSTRACT

We present our system for MIREX 2024 Lyrics-to-Audio
Alignment task. Our system utilizes separated vocal tracks
as input and a joint training objective with pitch prediction
to train an acoustic module. We introduce pitch extraction
and voice activity detection (VAD) module in the align-
ment pipeline to further augment the result of the trained
model, and improve the overall performance of lyrics-to-
phonemes transcription to retain sufficient alignment in
multilingual application scenarios. The experimental re-
sults show that our system can perform well in multilingual
lyric alignment scenarios.

1. INTRODUCTION

Lyrics-to-Audio Alignment (LAA) is one of the funda-
mental tasks in music information processing and under-
standing. With the increasing attention in music generative
models [1,2], LAA has become essential in automated data
pre-processing for large-scale datasets.

A typical LAA system comprises a pre-processing mod-
ule, an acoustic processing module, an alignment model,
and finally a post-processing module. It requires the sys-
tem to effectively synchronize the timestamps between
a singing audio segment and its corresponding lyrics in
various granularities such as sentence, phrase, word, or
phoneme level, depending on the use case. The difficulty
of designing and implementing LAA arises with the scale
of alignment, i.e., a phoneme-level alignment finds the
smallest alignment in time and is the hardest to achieve.
Furthermore, the languages supported by LAA should pos-
sibly cover the common languages in music as opposed to
only English or Chinese. We target our design at multilin-
gual lyrics alignment at the phoneme level to support most
use cases.

Previous methods align lyrics at the word level [3], in
which only the starting and ending timestamps are pro-
vided for each word in the lyrics. We find this setup
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Figure 1. Our proposing system FZZ aligns phonemes
with pre-trained audio embeddings to achieve multi-
lingual and phoneme-level lyrics-to-audio alignment.

insufficient for downstream tasks that require finer-level
alignment at phonemes. For example, in music diffusion
models that adopt a text-to-speech approach [4, 5], lack-
ing phoneme-level alignment may cause blurry pronun-
ciation artifacts. Phoneme-to-audio timestamps may also
benefit downstream tasks utilizing coarse alignments, such
as word or sentence level. In this work, we aim to align
phonemes in our system. Phoneme alignment also en-
ables our system to perform multilingual LAA. We use
a Grapheme-to-Phoneme (G2P) conversion to transcribe
multiple languages, including English, Chinese, German,
French, etc.

Most LAA systems are prone to errors when predict-
ing the boundaries of lyrics. The long-tail voice in singing
is often truncated by an early-predicted ending timestamp,
resulting in misalignment. To address this issue, we in-
troduce a joint training objective with pitch prediction in
the acoustic module, and Conformer [6] modules to si-
multaneously predict alignment and boundary. We also re-
designed the post-processing pipeline, incorporating com-
mon singing features like the fundamental frequency (FO)
to improve the overall alignment performance.

In the following sections, we discuss the detailed de-
sign choices of our LAA pipeline and provide quantitative
comparisons against previous methods to show the effec-
tiveness of our method.
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Figure 2. Overview of lyric-to-audio alignment with
mixed languages. We use CMU-dict style phonemes as
unified pronunciation representation. <*> denotes the sen-
tence separator.

2. PROPOSED METHOD

We provide a general overview of our system FZZ in
Figure 1. For multilingual inputs, we first transcribe the
lyrics into unified phoneme vocabulary with a G2P mod-
ule. The audio input is first processed by music source
separation (MSS) to obtain the vocal track, followed by
an acoustic understanding module to extract vocal fea-
tures. The vocal features are aligned with phonemes, and
finally we rectify the predicted boundaries via a carefully
designed post-processing schedule.

2.1 Transcribing Lyrics

To first align the phonemes from different families of lan-
guage, one can choose the International Phonetic Alpha-
bet (IPA) or Carnegie-Mellon University pronouncing dic-
tionary (CMU-Dict) as the vocabulary set. Previous at-
tempts [7,8] with IPA directly use raw lyrics as input with-
out transcription and predict IPA sequences by a deep neu-
ral network. Although the training is similar to machine
translation and no explicit linguistic expert knowledge is
required, the complexity of IPA sequences makes it diffi-
cult to learn consonant-vowel-audio correspondence in the
alignment model. A large vocabulary set of 163 characters
and more numbers of tokens require a larger parameterized
model to learn their semantics, which is computationally
heavy and data-expensive. By contrast, CMU-dict has a
vocabulary of 39 characters and cannot represent the exact
pronunciation of every language. We choose CMU-dict
as our phoneme vocabulary as we do not target the exact
alignment to the smallest pronunciation units. We refer to
CMU-dict characters as phonemes unless otherwise noted.

An overview of multilingual alignment with phonemes
is shown in Figure 2. Lyrics lines from a single piece of
audio composed of multiple languages are converted into
a unified CMU-dict representation. We add an extra place-
holder token < * > at the start and end of sequence tokens
of each lyric line to represent any out-of-vocabulary voice
or sound, increasing our method’s robustness.

2.2 Joint Training

Inspired by K.W.Cheuk et al. [9], introducing pitch predic-
tion in the training process of LAA benefits the final per-
formance of the system. Figure 3 shows the joint training
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Figure 3. Overview of joint training of pitch and phoneme
boundary prediction. An auxiliary pitch prediction target
can augment the final performance of the alignment.

in our system, where pitch prediction can form an implicit
alignment to help identify melodic vocal components.

We follow the structural design of Unconstrained
Forced Aligner [6] to build the acoustic module for the
joint training objective. As shown in Figure 3, a vo-
cal segment is passed into pre-trained WavLM [10] en-
coder for latent representations. Two separate Conformer
[11] modules predict the corresponding pitch sequence and
phoneme boundaries respectively. For pitch prediction, we
use a floating number ranged [0, 127] and normalized to
represent the pitch targets, and then optimize by a regres-
sion objective.

2.3 Pre and Post-Processing

Musical structure can be complicated. For example, voice
may not be present in the Intro and Outro, and sometimes
pure instrumental segments can last tens of seconds long.
Following the previous practices, we apply source separa-
tion to operate only on the vocal track and decouple the
model from learning dependencies from accompaniments.
For trimming non-vocal segments, we use voice activity
detection (VAD) as pre-processing to make a coarse align-
ment of an approximate lyric location before feeding to the
model to avoid the lack of generalization on long silent au-
dio segments.

We observe the alignment model often suffers from
the voice boundary, especially at the end, where long-tail
voice and breathing sounds are misclassified. We correct
the ending timestamp by an FO post-processing process.
Energy-based VAD may mistake breathing or other noise
for voice. We use the auxiliary pitch sequence output from
our alignment model to further check the inclusion of non-
pitched sound.




Methods Abs. Err CS% CE%
GGL1 [3] 0.33 N/A 0.94
GGL2 [3] 0.22 N/A 0.94
ZWZ1.2 [12] 0.61 N/A 0.88
FZZ (Ours, English) 0.34 0.77 0.94
FZZ (Ours, Multi-Lang) 0.36 0.72 0.88

Table 1. Quntitative comparison to baseline methods on
the Jamendo dataset. Our method outperforms all other
methods and is able to perform multilingual.

3. RESULTS

‘We evaluate our method on the Jamendo dataset [13] with
80 songs in German, French, and English. We compare
to previous methods GGL1, GGL2 [3], and ZWZL2 [12]
reporting average absolute error (Abs. Error), percentage
of correct segments (CS%), and percentage of correct esti-
mates with tolerance (CE%) metrics.

In Table 1, our method outperforms or is on par with
all previous methods on word-level CE despite being a
phoneme-level LAA, showing our design effectively mit-
igates the boundary errors commonly seen before. For
other languages, our method reaches a high-performance
level with CS and CE 72%, 88%, respectively. Due to our
system’s ability to align lyrics in multiple languages and
phoneme levels, it will be able to be applied in more com-
plex downstream scenarios related to music generation.
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